Tech Talks LIVE Schedule — Presentation will begin shortly

techm

Wireless Connectivity Tech Talks

Thursday, July 15t  Get to Know OpenThread Resources and Examples

Understand the Benefits of Wi-SUN for Long Range Industrial
Applications

Wednesday, September 29" | Learn to use Machine Learning for Predicative Maintenance

Recording and slides will be posted to:
www.Silabs.com/training

We will begin ir 3 . OO
|

&= SILICON LABS

Thursday, August 26t



http://www.silabs.com/training

Speaker

tu IKEERY (Aki Mizutani )

Sr. FAE, Japan
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SILICON LABS

WELCOME

Learn to add Speech Recognition
with Machine Learning

Aki Mizutani



= A brief introduction to Machine Learning on Embedded
Devices

= Introduction to Edge Impulse and a high level overview on
how to use their platform to create a neural network

= Demonstration: “wireless gecko” running on a
Thunderboard Sense 2

= Wrap-up and Q&A
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Artificial Intelligence, Machine Learning, and Deep Learning

= Artificial Intelligence: Broadly defined as
Artificial Intelligence the effort to automate intellectual tasks
normally performed by humans

Machine Learning = Machine Learning: A system which
outputs predictions based on previous
observations

Deep Learning

= Deep Learning: A subset of Machine
Learning in which the learning
algorithmic architecture is based on
approixmations of how a human brain
might work.
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Embedded Machine Learning Use Cases

AUDIO SENSING INDUSTRIAL

Wake Word / Key Phrase Detection Motion Sensing Predictive Maintenance
Glass Breaking Intelligent Sensor Fusion
Intrusion
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What is Machine Learning?

7

Design Model

Collect data — paired input/output

Definition - Technique for using computers to predict things based on past observations

- Create a computer program that analyzes that data, learns patterns

- Computer uses the analysis to predict future states from new input

- Model is presented with many examples of input/output sets

Rules —»

Data —»

Data —»

Answers ——»

©2021 Silicon Labs Inc. All rights reserved.

Classical
programming

— Answers

Machine
learning

— Rules

Training: Machine Learning model is trained rather than explicitly programmed with rules

Inference: Model finds statistical structure in these examples and produces rules for automating the task

Classical programming paradigm:
humans write “code” (encode rules into bits)

New programming paradigm:
algorithm writes “code” based on 1/0 specification
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Train the Model

Selecting Data

« Train your model only using information relevant
to solving the problem

Collecting Data
« The more, the more varied, the better!
« 80% for training; 20% for testing

Labelling Data
« Needed to classify the data

The idea is to feed training data through
a model and make small adjustments

« Weights and biases of each node are initialized
with random values

Training is done in iterations (or epochs)
via an algorithm called backpropagation

A simple deep learning network with two layers

« Weights and biases are adjusted iteratively

- Stops once the model’s performance stops
improving: The model “converges”

Source: TinyML by Daniel Situnayake; Pete Warden
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Training the Model Cont’d — Accuracy and Loss

= How to determine if a model has
“converged”?

« Loss and Accuracy
= Loss: gives a numerical estimate of how

far the model is from producing the
expected answers

— Accuracy
—-—= LOSS

0
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o
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-
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= Accuracy: percentage of time that the
model chooses the correct prediction

= Perfect Model: Loss of 0.0 and Accuracy
of 100%

75 100 125 | . As training progresses, accuracy
Epochs increases and loss is reduced until the
model no longer improves

A graph showing model convergence during training

Source: TinyML by Daniel Situnayake; Pete Warden
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Training Data Sets

Hot Dog Not Hot Dog (Unknown)
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Testing and Inferencing

hot dog

= Reserve 20% of your data set for testing

= A working model will won’t be perfect,
but should return acceptable results a
high percentage of the time

NOT hot dog

= Poor results?
« Check the input dataset for miscategorized data
« Provide more input data

« 30+ minutes of voice samples not uncommon
for typical voice recognition

hndcg
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—- EDGE IMPULSE

[ ) .
The leading a — &
embedded ML Notnsonnely” g Cichdataand | ValidsteMLwith  Buikioptimized
platform

Learn more at: SN VU SPECTRAL FEATURES (AcCHSROMETER 084O0-) % Janjongboom

http://edgeimpulse.com ]  Generate features

Raw data

AWELAW,

DSP result DSP result

After filter After filter

Frequency domain Frequency domain
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Closeup: Data Acquisition and Audio Sampling

=" EDGE IMPULSE DATA ACQUISITION (WIRELESS GECKO)

Training data Test data

ik Did you know? You can capture data from any device or development board. or upload your existing datasets - Show options

E
=
DATA COLLECTED LABELS Record new data [ *2= Connect using WebUSE
25m 39s 2
®  Create impulse _ )
& No devices connected to the remote management API.
® MFC Collected data h L
® NN Classifier SAMPLE NAME LABEL ADDED LENGTH RRT [DARA
wirelessgecko.299g1ps5.s5
Retrain mode wirelessgecko.299g... wirelessgecko Jun 292021, 14...  1s -
assification . - :
wirelessgecko.299g... wirelessgecko Jun 29 2021, 14..  1s :
Vodel te g
wirelessgecko.299g... wirelessgecko Jun 29 2021, 14...  1s :
P
wirelessgecko.299g...  wirelessgecko Jun 29 2021, 14.. 1s =
W Deployment
wirelessgecko.299g... wirelessgecko Jun 29 2021, 14... 1s H
GETTING STARTED wirelessgecko.299g...  wirelessgecko Jun 26 2021, 14... 1s H

7 Documentation

wirelessgecko.299g... wirelessgecko Jun 29 2021, 14...  1s

®, Forums _ _
wirelessgecko.299g... wirelessgecko Jun 29 2021, 14... 1s : p 0:00/0:00
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- EDGE IMPULSE

] Dashboard
¥ Devices
E Data acquisition

s\ Impulse design

® Create impulse

-] MFCC

2 NN Classifier

Retrain model

Live classification

-
7S

Model testing
i versioning

W Deployment

GETTING STARTED
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Closeup: Design the Impulse

CREATE IMPULSE (WIRELESS GECKO)

W an impulse takes raw data, uses signal processing to extract features, and then uses a learning block to classify new data.

Time series data

Axes

audio

Window size

ﬁ

Window increase

9

Zero-pad data

v

Audio (MFCQ)

Name

MFCC

Input axes

audio

Neural Network
(Keras)
Name

NN Classifier

Input features

MFCC

Output features

2 (unknown, wirelessgecko)

Output features °

2 (unknown, wirelessgecko)
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Closeup: MFCC and Feature Extraction

MFCC (WIRELESS GECKO)

Generate features
Raw data P 000/ 00) —— wirelessgecko.299g1ps5.55 (wirelessged v

Raw features DSP result
16, 18, 17, 26, 28, 31, 32, B, -4, -2, -13, -23, -34, -38, -31, -41, -39, -45,.. Cepstral Coefficients
|| L | |
- ] ] u
- - > | | 3 . .
Parameters . . =
Y o S
Mel Frequency Cepstral Coefficients - —— A E »
Pl ™ =
. I N | | I |
Number of coefficients 13
Frame length 0.02 Processed features
Frame stride 0.02 -2.3155, -@8.3726, ©.7762, 1.5181, @.3246, ©.0234, -1,2505, @.7454, -08.5266, 0..
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Closeup: MFCC and Feature Extraction

= EDGE IMPULSE MFCC (WIRELESS GECKO)

Parameters Generate features

] Dashboard

B Devices Training set Feature explorer (1,493 samples) G
£ Data acquisition
Data in training set 25m 39s X Axis Y Axis Z Axis
b Impulse design ) o ) o ) o
Visualization layer Visualization layer + Visualization layer
Classes 2 (unknown, wirelessgecko)

®  Create impulse
® unknown
Window length 1000 ms. ® wirelessgecko

L MFCC

® NN Classifier Window increase 500 ms.
Retrain model . .
Training windows 1.391

7y Live classification

Maodel testing

%
P versioning Generate features R

)

w Deployment ;J) N

GETTING STARTED

] Documentation

® rorums Wireless Gecko.wire... 10000 .

. audaio

Label: wirelessgecko 5000 .
Viiew eamnla 0
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Closeup: Training the NN

. Neural Network settings
=- EDGE IMPULSE

0

Dashboard

Q

I}
=
o
wn

Data acquisition

«h  Impulse design
@®  Create impulse
L MFCC
]

MM Classifier

Retrain model

73 Live classification
Model testing

i Versioning

W Deployment

GETTING STARTED

a

Documentation

2,

Forums
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Training settings

Number of training cycles @

Learning rate ®

Minimum confidence rating @

Audio training options

Data augmentation @
Add noise @
Mask time bands @

Mask frequency bands @

Warp time axis ®

Neural network architecture

Architecture presets @ 1D Convolutional (Default)

100

0.005

0.60

None

Low High
None Low High
None Low High

2D Convolutional

Input layer (650 features)

® @& & O

Reshape layer (13 columns)

1D conv / pool layer (8 neurons, 3 kernel size, 1 layer)

On-device performance @

Dropout (rate 0.25)

. Training output

Model

Last training performance {validztion set)

ACCURACY LOSS
99.0% 0.03

Confusion matrix (validstion set)

UNKNOWN
UNKNOWN

WIRELESSGECKO
WIRELESSGECKO

12%
0.8% 99.2%
F1 SCORE 0.89 0.99

Feature explorer (full training set) @

unknown - correct |
wirelessgecko - correct (9]
unknown - incorrect |

wirelessgecko - incorrect

N

=2 |
A |
g

|
L 1afel uonrezx_u,ens_p\

INFERENCING ... PEAK RAM US
8 ms.

FLASH USAGE
4.4K 30.0K

Model version: @ | Quantized (int8) -
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Initial Test Results

=" EDGE IMPULSE

] Dashboard

¥ Devices

S oats acquisition
A Impulse design

® Createimpulse
® MFCC
® MM Classifier
Retrain model

73 Live classification
Model testing

P versioning

W Deployment

GETTING STARTED

5 Documentation

g

Forums

a This lists all test data. You can manage this data through Data acquisition.

Test data

MODEL TESTING (WIRELESS GECKO)

automatically score the impulse.

SAMPLE NA..

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...

wirelessg...
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EXPECTED OUT..

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

LENG...

1s

1s

1s

1s

1s

1s

1=

1s

1s

1s

1s

ACCURACY

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

B Classify all

Set the 'expected outcome' for each sample to the desired outcome to

RESULT

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

wirelessgecko

Model te

TilE: Nave

Generating

Classifyin
Copying fe
Copying fe
Classifyin
Scheduling
Job starte
Classifyin

Job comple

Model te

ACCURACY

97.85%

UNKNOWN

WIRELESSGE...

UNKNOWN (..

WIRELESSGE...

Feature explorer @

unknown - correct

wirelessgecko - correct

o
@
® unknown - incorrect
]

wirelessgecko - incorrect

UNKNOWN WIRELESS...

m e

0.6% G5.5%

UNKNOW...

WIRELESS...

0%

UNC
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Deployment

=" EDGE IMPULSE

0

Dashboard

Devices

Data acquisition

2

mpulse design

®  Create impulse
® MFCC

L MM Classifier
Retrain model

75 Live classification
B Model testing

P Versioning

W# Deployment

GETTING STARTED

7 Documentation
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Select optimizations (optional)

Model optimizations can increase on-device performance but may reduce accuracy. Click below
to analyze optimizations and see the recommended choices for your target. Or, just click Build
to use the currently selected options.

Enable EON™ Compiler s
Same accuracy, up to 50% less memary. Open source.

/_
@

Available optimizations for NN Classifier

Quantized (int8)  RAMUSAGE  LATENCY CONFUSION MATRIX @

4.4K 8 ms -

FLASH USAGI ACCURACY .- S
30.0K 98.06%

This optimization is

recommended for best
performance.

1.1

Unoptimized RAM USAGE  LATENCY CONFUSION MATRIX @

(float32) 8.0K 35ms 16 11
FLASH USAGI ACCURACY .- i
98.06%

32.4K
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<~

ard - TechTalk_Demo1-1 X

C @ studio.edgeimpulse.com,

= EDGE IMPULSE Keys  Export

Dashboard Ak| / TechTaIk_DemO1

This is your Edge Impulse project. From here you acquire new training data, design
impulses and train models.

Creating your first impulse (34% complete)

Acquire data

o LET'S COLLECT SOME DATA

Design an impulse

A GETTING STARTED: CONTINUOUS MOTION RECOGNITION
& GETTING STARTED: RESPONDING TO YOUR VOICE

B} GETTING STARTED: ADDING SIGHT TO YOUR SENSORS

~a

L Type here to search

Sharing

¥ Make this project public

Summary

e 27m 35s

Collaborators




Testing on Hardware: Thunderboard Sense 2 — SLTB0O04A

= Thunderboard Sense 2

=  Wireless SoC with multi-protocol radio
= Direct support with Edge Impulse

« ARM® Cortex® M4 core with 256 kB RAM and
1024 kB Flash

= Broad Range of Sensors
« 6-axis Inertial Sensor ICM-20648
« Digital Microphone ICS-43434
« Pressure Sensor BMP280
« Indoor Air Quality and Gas Sensor CCS811

+ Relative Humidity and Temperature Sensor
Si7021

« UV and Ambient Light Sensor Si1133
- Hall-effect Sensor Si7210

23 ©2021 Silicon Labs Inc. All rights reserved. &= SILICON LABS



TensorFlow Lite for Microcontrollers

<

=5 bl uetooth_explorer_kit_i2c_bio_sen
~ 15 tensorflow_lite_micra_helloworld [

2% Y §

[l Includes

= autogen

(= config

(= gecko_sdk_3.2.0

= siliconlabs

(= tensorflow

app.c

[K) app.h

main.c

@ tensorflow_lite_micro_helloworl
[H tensorflow_lite_micro_helloworl
@ readmehtml
tensorflow,_lite_micro_helloworl
o tensorflow_lite_micro_helloworl
= tensorflow_lite_micro_helloworl

>

# Deb.. 22 | 3F Outli.. =5
AEOARNEL-EDB
=l

a w3_workshop - tensorflow_lite_micro_helloworld/tensorflow_lite_micro_helloworld.slcp - Simplicity Studio™ - O X
File Edit Mavigate Search Project Run Window Help

iR ‘ o & vids v G- vl fy Welcome  £D Recent Tools ¥, Install % Preferences =1 | #7 Launcher {} Simplicity IDE £, Network Analyzer
I Project Explorer i3 = 8 ||l low _lite_micro_hell Id.slep. 23] = 8

tensorflow_lite_micro_helloworld

Y Filter: Configurable Components |:|

» Driver
v Machine Learning
¥ TensorFlow
TensorFlow Lite Micro
TensorFlow Lite Micro Audio Frontend

TensorFlow Lite Micro Debug Log - 10
Stream

TensorFlow Lite Micro Debug Log -
None
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Installed Components [ |

| TensorFlow Lite Micro

SOFTWARE COMPONENTS

Components Installed by You |:| Q, search keywords, comp...

&=? SILICON LABS

. You are viewing documentation for version: 3.2 (latest) | Version History
Description 9 : ’

docs silabs.com

Getting Started with Machine Learning on Silicon Labs
Devices

implementations

the refer

= 3
"TensorFlow Lit

project. Introduction

Debug Logging i ume

Common Utilities Silicon Labs integrates TensorFlow as a component within our Gecko SDK and P
simple to add machine learning capability to any application. This guide covers hov

Silicon Labs' EFx32 devices

Configurator for our EFx32 series micracontrollers, making it
0 get started using TensorFlow Lite for Microcontrollers on

Middleware
TensorFlow Lite for Microcontrollers

is & widely used deep learning framework, with capability for
Lite provides an optimized set of tools specifically catered towards machine learning

relaping and executing neural networks across a variety of platforms
mobile and embedded devices

TensorFlow Lite Microcontrollers (TFLM) specifically provides a C++ library for running machine learning models in embedded environments
with tight memory constraints. Silicon Labs pro s toals and support for loading and running pre-trained models that are compatible with this
library.

Gecko SDK TensorFlow Integration

The Gecko SDK includes TensorFlow
included TensorFlow version may differ from the Iates

s a third-party submodule, allowing for easy integration and testing with Silicon Labs' projects. Note that the
elease of TensorFlow

[

Machine

ents in the Project Configurator simplify the process of including the necessary dependencies to use

Developing a Machine Learning Model in TFLM
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@ works with ‘ &= SILICON LABS q = Watch On-demand
oy ]‘;;__ e | https://workswith.silabs.com/agenda
e, L "

= Take Survey and Get a FREE
Bluetooth Explorer Kit:

Your connection to all things loT



https://workswith.silabs.com/agenda

SILICON LABS

Q&A

Facebook Twitter Community
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THANK YOU

Recording and slides will be posted to:
www.silabs.com/training

Silicon Labs Confidential



http://www.silabs.com/training

